Theoretical Analysis of Gradient Detection by Growth Cones
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ABSTRACT: Gradients of diffusible and substrate-bound molecules play an important role in guiding axons to appropriate targets in the developing nervous system. Although some of the molecules involved have recently been identified, little is known about the physical mechanisms by which growth cones sense gradients. This article applies the seminal Berg and Purcell (1977) model of gradient sensing to this problem. The model provides estimates for the statistical fluctuations in the measurement of concentration by a small sensing device. By assuming that gradient detection consists of the comparison of concentrations at two spatially or temporally separated points, the model therefore provides an estimate for the steepness of gradient that can be detected as a function of physiological parameters. The model makes the following specific predictions. (a) It is more likely that growth cones use a spatial rather than temporal sensing strategy. (b) Growth cone sensitivity increases with the concentration of ligand, the speed of ligand diffusion, the size of the growth cone, and the time over which it averages the gradient signal. (c) The minimum detectable gradient steepness for growth cones is roughly in the range 1–10%. (d) This value varies depending on whether a bound or freely diffusing ligand is being sensed, and on whether the sensing occurs in three or two dimensions. The model also makes predictions concerning the role of filopodia in gradient detection.
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For the brain to function correctly, its neurons must be connected correctly. Understanding how axons are guided to appropriate targets is thus crucially important for understanding how both normal and abnormal brains develop. Recent experimental work has made major advances in uncovering the mechanisms involved in axon guidance (Keynes and Cook, 1995; Goodman, 1996; Tessier-Lavigne and Goodman, 1996), and has identified receptor/ligand pairs such as netrin/DCC (Kennedy et al., 1994; Serafini et al., 1994; Colamarino and Tessier-Lavigne, 1995; Keino-Masu et al., 1996; Serafini et al., 1996; Deiner et al., 1997; Richards et al., 1997) and the ephrin/Eph family (Cheng et al., 1995; Drescher et al., 1995; Gale et al., 1996; Gao et al., 1996; reviewed in Flanagan and Vanderhaegen, 1998; O’Leary et al., 1999) as playing crucial roles in guidance in multiple systems. A common theme in much of this work, particularly for the receptors and ligands mentioned above, is guidance by concentration gradients (reviewed in Tessier-Lavigne and Placzek, 1991). Ligand gradients can be set up by diffusion (Lumsden and Davies, 1983, 1986; Heffner et al., 1988; Tessier-Lavigne et al., 1988; Placzek et al., 1990; Pini, 1993; Kennedy and Tessier-Lavigne, 1995; Keynes et al., 1997), by graded expression on cell membranes (see Eph/ephrin refer-
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What are the physical mechanisms by which axons sense such gradients? To address this, it is useful to draw an analogy with gradient sensing by leukocytes and bacteria (Tessier-Lavigne and Placzek, 1991). Chemotaxis in these latter two systems has been well-characterized experimentally (leuko-
lyces: Zigmond, 1977, 1981; Devreotes and Zig-
Delaunay and Koshland, 1972; Dahlquist et al., 1972;
DeLisi and Marchetti, 1983; Tranquillo and Lauffenburger 1986, 1987; Ford, 1992). These models provide physical limits on what can be achieved by particular mechanisms for gradient detection. Our aim is to derive a similar understanding of axonal chemotaxis in the developing nervous system. Previously, we considered how gradient shape constrains axon guidance given crude as-
sumptions about the gradient sensing mechanism (Goodhill, 1997, 1998). Here, we consider in detail the mechanism itself, by applying the seminal Berg and Purcell (1977) model of gradient sensing to growth cones. Although subsequent models have developed the Berg and Purcell theory further, they are substantially more complicated mathematically, and also depend on numerous additional parameters which have not been determined in the context of axon guidance. The Berg and Purcell model provides theoretical predictions of experimentally measurable quantities such as the minimum detectable gradient steepness, the maximum distance over which an axon could be guided by a single gradient, how these quantities vary with growth cone size, the time over which it averages a gradient signal, the number of receptors, and the diffusion rate of the ligand. It also sheds light on whether axons use a spatial or temporal gradient sensing mechanism, the role that filopodia could play in gradient sensing, and the differences between gradient detection for a two- compared to three-dimensional substrate, and between a diffusible compared to substrate-bound factor.

MATERIALS AND METHODS

Berg and Purcell (1977) analyzed the physical constraints underlying concentration measurement by a small sensing device that relies on a limited number of receptors. This analysis can be applied straightforwardly to gradient measurement by assuming that gradient detection is simply the comparison of two different concentrations. Berg and Purcell calculated the statistical noise that arises from variations in the number of receptors bound at any instant, caused by the random movement of ligand molecules near the sensing device. Random fluctuations in the intracellular events that transduce the difference in binding signal are not considered. They calculate the root mean square fluctuation in the estimate of concentration in some small volume \( \Delta C_{\text{noise}} \), giving the fractional error \( \Delta C_{\text{noise}} / C \). The fractional root mean square error in the measurement of a concentration difference between two spatially or tempo-

\[
\Delta C_{\text{grad}} / C > \sqrt{2} \Delta C_{\text{noise}} / C
\]

Berg and Purcell calculated \( \Delta C_{\text{noise}} / C \), making a number of simplifying assumptions: The sensing device is spherical, receptors are uniformly distributed, receptors are perfectly absorbing (the ligand is internalized), the receptor–ligand reaction is purely bimolecular, the receptor–li-
gand reaction is diffusion limited, fluctuations are averaged over a time much greater than that required for receptor binding to come to equilibrium, rate constants are occup-

\[
J = 4\pi D C a
\]
where \( D \) is the diffusion constant of the ligand and \( C \) is the (constant) concentration far from the cell. When ligand molecules can be internalized only through a finite number \( N \) of receptors of radius \( s \), assumed very much smaller than \( a \), and roughly uniformly distributed over the cell, this formula becomes

\[
J = 4\pi DC_a \frac{Ns}{Ns + \pi a}
\]

Berg and Purcell performed several increasingly sophisticated calculations for \( \Delta C_{\text{noise}}/C \) in this case, the simplest of which is as follows. Roughly, \( \Delta C_{\text{noise}}/C = 1/\sqrt{m} \), where \( m \) is the number of molecules in the vicinity of the cell. This equals \( 1/\sqrt{VC} \), where \( C \) is the ligand concentration and \( V \) is the volume around the cell, roughly equal to \( a^3 \). However, this is for an instantaneous measurement. If the concentration is instead averaged over \( M \) measurements suitably spaced in time, the fractional error is reduced by roughly \( 1/\sqrt{MV} \). “Suitably spaced” means allowing sufficient time for a molecule that is counted in one measurement to diffuse away before being counted again; about \( a^2/D \). Thus, if the total averaging time available is \( T \), then in three dimensions

\[
\frac{\Delta C_{\text{noise}}}{C} = \frac{1}{\sqrt{aDT}}
\]

(1)

In two dimensions, the equivalent formula is

\[
\frac{\Delta C_{\text{noise}}}{C} = \frac{1}{\sqrt{DT}}
\]

(2)

where \( C \) is now a concentration of ligand molecules per unit area rather than per unit volume. Note that now the formula does not depend on \( a \), the size of the growth cone. Intuitively, as the growth cone gets larger there are two competing effects: More ligand molecules are encountered, but they each take longer to diffuse away, and thus fewer independent measurements can be made in a given time \( T \). In the three-dimensional case, the former effect wins over the latter, but in two dimensions they exactly cancel.

Using more sophisticated methods, Berg and Purcell also calculated \( \Delta C/C \) for a measuring instrument which relies on the statistics of binding to a finite number of receptors to assess concentration. In the three-dimensional case, this has the form

\[
\frac{\Delta C_{\text{noise}}}{C} = \frac{1}{2\pi TDa} \frac{Ns}{Ns + \pi a} \frac{CC_{1/2}}{C + C_{1/2}}
\]

(3)

where \( C_{1/2} \) is the concentration at which half the receptors are bound, i.e., the dissociation constant \( k_2 \) (measured in units of molecules per volume). Note that the fractional uncertainty given by Equation (3) tends to a constant as \( C \) increases above \( C_{1/2} \): Intuitively, there are two competing tendencies. On the one hand, there are more ligand molecules available for making a comparison, and the uncertainty goes down. On the other hand, an increasingly high proportion of receptors will be bound, and the uncertainty goes up. In Equation (3), these two tendencies exactly cancel, and the uncertainty tends to a constant for large \( C \). Parameters and their meaning are given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D )</td>
<td>Diffusion constant</td>
</tr>
<tr>
<td>( C )</td>
<td>Ligand concentration at the growth cone</td>
</tr>
<tr>
<td>( C_{1/2} )</td>
<td>Ligand concentration at which half the receptors are bound (( k_2 )).</td>
</tr>
<tr>
<td>( C_{\text{max}} )</td>
<td>Maximum ligand concentration at which a gradient is detectable</td>
</tr>
<tr>
<td>( \Delta C_{\text{noise}} )</td>
<td>RMS fluctuation in concentration in a small volume</td>
</tr>
<tr>
<td>( \Delta C_{\text{grad}} )</td>
<td>Concentration difference across a small volume due to the gradient</td>
</tr>
<tr>
<td>( J )</td>
<td>Flux of molecules impinging on a small volume</td>
</tr>
<tr>
<td>( a )</td>
<td>Radius of a growth cone</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of receptors on a growth cone</td>
</tr>
<tr>
<td>( s )</td>
<td>Effective receptor radius</td>
</tr>
<tr>
<td>( T )</td>
<td>Time over which a growth cone averages concentration fluctuations</td>
</tr>
</tbody>
</table>

For parameter values used to derive numerical results, see text.

### RESULTS

#### Minimum Detectable Gradient

To evaluate a model for the mechanisms of gradient detection by growth cones, some quantitative predictions of the model must be compared with experiment. The most obvious such prediction is the minimum change in concentration that a growth cone can detect across its spatial extent. Consider a growth cone sampling a spherical volume of radius 10 \( \mu \)m, in a ligand concentration of 1 nM (roughly the value of the dissociation constant for many receptor–ligand pairs implicated in axon guidance (see references cited in Goodhill and Baier, 1998)). This volume contains about 2500 molecules, and the fractional error in an instantaneous measurement of the gradient in this case is therefore about \( 1/\sqrt{2500} \), or 2%. However, growth cones take a time of the order of a minute to show a response to a gradient signal (Zheng et al., 1996), which suggests they may be averaging concentration measurements over a time \( T \) of order
100 s. For a freely diffusing molecule the size of netrin in a liquid, the diffusion constant \(D = 10^{-6}\) cm\(^2\)/s, whereas in vivo, \(D = 10^{-7}\) cm\(^2\)/s (reviewed in Goodhill, 1997). For proteins bound to cell membranes, experimental values have been obtained in the range \(D = 10^{-8}\) cm\(^2\)/s to \(D = 10^{-11}\) cm\(^2\)/s (Wiegel, 1983); for instance, Poo (1982) found a value of \(D = 2.6 \times 10^{-9}\) cm\(^2\)/s for acetylcholine (ACh) receptors diffusing over the surface of embryonic muscle cells. Therefore, taking \(D \approx 10^{-9}\) cm\(^2\)/s for membrane-bound ligands yields values from Equation (1) in the (three-dimensional) liquid, in vivo, and membrane-bound cases of 0.5%, 1%, and 10%, respectively. The model therefore predicts that shallower gradients of a diffusible factor are detectable than gradients of a bound factor.

In two dimensions rather than three, Equation (2) is applicable rather than Equation (1). Ligand concentration densities have not been measured in relevant two-dimensional cases—for instance, for ephrin molecules in the tectum. A summary of the concentration density on cell membranes of a large number of enzymes and proteins (McCloskey and Poo, 1986) suggests that generally these lie in the range \(10^9\) to \(10^{10}\) molecules/cm\(^2\). Assuming a diffusion constant for bound ligands in the range \(10^{-9}\) to \(10^{-11}\) cm\(^2\)/s gives values for the minimum detectable gradient of about 1–10%. Thus, the model predicts that the minimum detectable gradient in two-dimensional cases is similar to or slightly higher than the minimum detectable gradient in three-dimensional cases. It is remarkable that despite the different combination of parameter values that give the minimum detectable gradient in the two- and three-dimensional cases, the numerical predictions are similar.

Receptor numbers have been measured in the case of, for example, neurotrophin receptors on embryonic sensory neurons (not growth cones themselves), yielding numbers between a few hundred and about 50,000 (reviewed in Meakin and Shooter, 1992). If \(N = 10,000\), \(s = 50\) angstroms, and \(K_D = 1\) nM, this yields values for the fractional gradient error given by Equation (3) in the three-dimensional case very similar to those for the rough calculation above (note that the gradient error varies only as the square root of most of the parameters, so that a variation of an order of magnitude in a parameter yields a change of only a factor of three in the gradient error). \(N = 10,000\) is the number of receptors for which the sphere collects half the available flux, even though only a tiny fraction of the surface area is covered by receptors (Berg and Purcell, 1977). If \(N = 100\), the minimum detectable gradient would be 10 times greater.

Further insight can be derived by examining graphically the dependence of the minimum detectable gradient on experimentally relevant parameters in the three dimensional case. Figure 1(A) shows the gradient sensitivity calculated from Equation (3) as a function of averaging time for four different values of the total number of receptors. (Or, conversely, the averaging time necessary to detect a particular fractional concentration change.) As described by Berg and Purcell, a relatively small density of receptors effectively covers a surface, as can be seen from the small difference between the sensitivities of growth cones with 10,000 and 100,000 receptors. Increasing the averaging time, however, always results in significantly increased sensitivity. Observed turning times range from about 1 min in the presence of a fractional gradient of about 10% in vitro (Zheng et al., 1996), to over 1 h in an unknown gradient in vivo (Myers and Bastiani, 1993). The plots demonstrate that the gradient in vivo may be considerably weaker than that necessary to generate a turning response on the short time scale of the in vitro experiments. The diffusion coefficient appears in Equation (3) only in combination with the averaging time, so a plot of sensitivity as a function of diffusion coefficient for fixed averaging time would look identical.

Figure 1(B) shows how the gradient sensitivity depends on the number of receptors. For large receptor density, the sensitivity is almost independent of receptor number, as described above. The saturation sets in when \(Ns \approx \pi a\), which is about \(N = 10,000\) for the parameters used in Figure 1(B). The sensitivity decreases rapidly as \(N\) is decreased below that value, because ligand molecules typically will diffuse for a long time before encountering a receptor. The dependence of the sensitivity on the average ligand concentration is shown in Figure 1(C) for four different values of the averaging time. In all cases, the dissociation constant is 1 nM. The sensitivity decreases rapidly below the dissociation constant and saturates above it. This is a consequence of the exact cancellation of the effects of the number of ligand molecules and the proportion of receptors bound. The dependence of the sensitivity on the growth cone size is shown in Figure 1(D) for both constant receptor number and constant receptor density. Note that large increases in growth cone size offer little improvement unless they are accompanied by an increase in the number of receptors.

**Spatial versus Temporal Sensing Mechanisms**

In a spatial sensing mechanism, a concentration comparison is made between the two sides of the sensing
device. In a temporal sensing mechanism, the sensing device measures the overall receptor occupancy at one position, moves to a new position, and then measures overall receptor occupancy again. It is generally believed that leukocytes use a spatial mechanism (Zigmond, 1974), whereas bacteria use a temporal mechanism (Macnab and Koshland, 1972; Adler, 1975; Berg, 1975). Under the assumptions of the Berg and Purcell model, a spatial sensing mechanism is clearly more efficient than a temporal mechanism for growth cones since they move so slowly. To compare the concentrations in two regions that are further apart than the width of the growth cone would require waiting a period of several minutes for the growth cone to move that far. As the calculations above show, a gradient of just a few percent can be detected in far less time using a spatial mechanism. (Note that one advantage of a temporal mechanism is that the concentration can be measured over the whole growth cone, rather than just the smaller areas of each half of the growth cone as for a spatial mechanism. However, this degrades the sensitivity of the spatial mechanism by only a factor of $\sqrt{2}$, which is insignificantly small for the argument above.) Other problems with a tem-

**Figure 1** Fractional uncertainty in concentration measurement calculated from Equation (3) as a function of several parameters. (A) Time used to average information about receptor binding. The four lines are for different values of the total number of receptors on the growth cone. From left to right: $N = 100,000, 10,000, 1000,$ and $100$. Parameters: Growth cone diameter $a = 10 \ \mu m$, diffusion coefficient $D = 10^{-7} \ \text{cm}^2/\text{s}$, receptor diameter $s = 50$ angstroms, average concentration and $K_D = 1 \ \text{mM}$. (B) Total number of receptors on the growth cone. The four lines are for different values of the averaging time. From left to right: $T = 1 \ \text{h}, 10 \ \text{min}, 1 \ \text{min},$ and $10 \ \text{s}$ [other parameters as in (A)]. (C) Mean ligand concentration. The four lines are for different values of the averaging time. (Left to right) $T = 1 \ \text{h}, 10 \ \text{min}, 1 \ \text{min},$ and $10 \ \text{s}$. Parameters: as in (A) with $n = 10,000$. (D) Growth cone size for constant receptor number (dashed lines) and constant receptor density (solid lines). Parameters as before with an averaging time of 1 min. Dashed lines from bottom to top: $n = 100,000, 10,000, 1000,$ and $100$. Solid lines from bottom to top: $300, 30, 3$ and $0.3$ receptors/\mu m^2 (30 gives about 10,000 on a 10-\mu m-diameter growth cone).
poral mechanism in this case are that the growth cone would have to remember its previous concentration estimate for several minutes, and growth cone trajectories are smooth and not biased random walks as would be expected from a temporal mechanism (Ford, 1992). However, an interesting difference occurs for growth cones sensing a bound gradient. The lower diffusion constant means that the growth cone would have to wait about 10 times longer to derive the same gradient information from a spatial mechanism. Since 1000 s is substantially longer than the time observed experimentally for growth cones to begin turning in a particular direction, in this case the model predicts that a temporal mechanism might be more favorable since the growth cone can move itself to a position to sample an independent population of ligand molecules about as fast as the molecules themselves move by diffusion. If this is true, axon trajectories would be expected to be less smooth in substrate-bound gradients than diffusible gradients; however there is presently no evidence for this.

Maximum Guidance Distance

What is the optimal gradient shape under the Berg and Purcell model for guiding an axon over the maximum possible distance, and what is this maximum distance? The optimal gradient has a percent concentration change across each growth cone diameter equal to the minimum required for gradient detection. Setting \( \frac{a}{N_S + \pi a} \) equal to Equation (3) and integrating gives

\[
x = -a \sqrt{\pi T D a C_{1/2} N_S} \times \log \left[ 2(\sqrt{C^2 + CC_{1/2} + C} + C_{1/2}/2) \right] + B \quad (4)
\]

where \( B \) is an arbitrary constant of integration. The value of this constant can be set by imposing the condition that \( C = C_{\text{max}} \) when \( x = 0 \), where \( C_{\text{max}} \) is a maximum allowable concentration. This assumption is motivated by experimental data both from leukocytes and the experiments of Ming et al. (1997), that, owing to factors not considered in the Berg and Purcell model, gradient detection is not possible above a certain high concentration limit of about 10 to 100 times \( C_{1/2} \). This function is shown in Figure 2. Note that it is convex: The lower the concentration, the steeper the gradient required to be detectable. Thus, a prediction of the model is that a convex shape would be required for effective guidance over distances of several millimeters.

The maximum guidance distance \( x_{\text{max}} \) is found from Equation (4) by setting \( C = 0 \). This gives

\[
x_{\text{max}} = a \sqrt{\frac{\pi T D a C_{1/2}}{N_S + \pi a}} \times \log \left( \frac{\sqrt{C_{\text{max}}^2 + C_{\text{max}}^2 + C_{1/2}}}{C_{1/2}} \right)
\]

If \( C_{\text{max}} \gg C_{1/2} \), \( x_{\text{max}} \) can be rewritten approximately as

\[
x_{\text{max}} = a \sqrt{\frac{\pi T D a C_{1/2}}{N_S + \pi a}} \log \left( \frac{4C_{\text{max}}C_{1/2}}{C_{1/2}} \right)
\]

Both the log term and the term inside the square root are dimensionless, so \( x_{\text{max}} \) has dimensions of length as required. Substituting in our previous estimates for the parameters and setting \( C_{\text{max}} = 100C_{1/2} \) yields an order of magnitude for \( x_{\text{max}} \) of 1 cm. This fits well with previous estimates based on a much cruder model of the gradient sensing process (Goodhill and Baier, 1998; Goodhill, 1998), but now makes specific predictions for how this varies with parameters such as \( T \), \( D \), and \( N \).

Effectiveness of Filopodia for Gradient Sensing

The above analysis assumes the growth cone is spherical, and does not take into account the effect of
filopodia (reviewed in Rehder and Kater, 1996). It is possible that an individual filopodium could use a temporal gradient sensing mechanism, comparing the concentrations either between early and late parts of its trajectory from the growth cone, or between two points equally distant from the growth cone separated by a small angle. However, on the scale of the whole growth cone this is equivalent to a spatial sensing mechanism (this has been called “pseudospatial” sensing in the context of leukocytes) (Tranquillo, 1990). In addition, the movement of the filopodia moves the receptors they express, and so in principle could increase the rate at which receptors encounter ligand molecules. It would take about 1 min for a receptor to move 10 μm by being carried along by an extending filopodium moving at 0.2 μm/s (Tanaka and Sabry, 1995). However, in this time it would also be expected to move a distance of about \( \sqrt{D t} \approx 10 \) μm by diffusion through the membrane. Thus, the filopodia motion seems to confer no particular advantage for gradient sensing compared to a sphere, at least in terms of increasing the rate at which receptors come into contact with ligand molecules. However, the filopodia structure does allow the growth cone to increase its effective sensing radius. An alternative approach is to define an effective diffusion constant \( D_f \) for filopodia equal to velocity \( \times \) width: this has appropriate units for a diffusion constant and expresses the notion of measuring the area explored per unit time. For a filopodial width of 0.5 μm (Tanaka and Sabry, 1995) \( D_f \approx 10^{-9} \) cm²/s, which is of the same order as the diffusion constant of receptors in the membrane.

However, growth cones display smooth trajectories, unlike the biased random walks of leukocytes and bacteria. To explore this issue further we combined the Berg and Purcell model with a more detailed model of filopodial dynamics. Zheng et al. (1996) demonstrated that the distribution of filopodia on the growth cone becomes asymmetric only minutes after the application of a chemotropic factor (glutamate in this case), while the turning response of the growing neurite was only measurable after about 30 min. Furthermore, the turning response was strongly inhibited when the filopodia were eliminated by treatment with cytochalasin B. These results suggest that the filopodia are at least partly responsible for gradient detection, and that the distribution of filopodia on the growth cone determines the direction of neurite extension. This might explain one of the fundamental differences between axon chemotaxis and the behavior observed in bacteria and leukocytes. In the absence of a gradient, the latter exhibit a random walk. The chemotaxis can be understood as a biased random walk, and significant turning is observed only when the system has moved distances large compared to the characteristic steps that make up the walk. Axons, by contrast, tend to grow in an approximately straight line, and seem to turn smoothly toward a sufficiently strong chemotropic source. If neurite turning is determined by averaging the stochastic response of a number of filopodia (about 15 in the experiment of Zheng et al. (1996)), in the absence of a bias (such as that due to a gradient), the average amount of turning will tend to be very small. In the presence of a gradient, the essentially stochastic nature of chemical sensing will be masked by the averaging of the filopodia, resulting in directed motion.

From the observations of Zheng et al. (1996), we consider 15 filopodia that have finite lifetimes, where each retraction is followed immediately by a new extension. We suppose that the growth cone tries to sprout new filopodia in the direction of the maximum concentration of the chemotropic factor, but that the accuracy of the determination of concentration is limited by the stochastic fluctuations. In our simulation, the direction of these is random, and the strength of the fluctuations is determined from Equation (3), extended to allow for nonspherical objects (Berg, 1993). Typical simulated trajectories with and without a chemotropic gradient are shown in Figure 3(A). For the simulations shown, we assumed 100 receptors/filopodium, a mean concentration at the growth cone of 1 μM [equal to the dissociation constant for glutamate binding to the NMDAR1 receptor (Hollmann and Heinemann, 1994) and the estimated concentration for maximum response from Zheng et al. (1996)] and that each filipodium is replaced every 3 min (i.e., a retraction/extension event occurs every 12 s). The trajectory in a strong gradient shows a clear turning toward the right (increasing factor concentration), while there is little deviation observed in the absence of a gradient. Experimental observations of a number of axons can be simulated by choosing different seeds for the random number generator. Figure 3(B) shows the turning angle of 30 simulated neurons after 30 min. Both the average turning angle and the standard deviation are similar to those observed by Zheng et al. (1996) at the glutamate concentrations where maximum response was observed. As described in Materials and Methods, the right-hand side of Equation (3) approaches a constant at high concentrations, so the simulations do not show the decrease in turning response at higher concentrations observed by Zheng et al. (1996). This issue is discussed further in the Discussion. The general behavior displayed in Figure 3
is not very sensitive to the precise parameter values, and is a consequence of the assumptions about the dynamics.

DISCUSSION

For the Berg and Purcell model, the minimum gradient steepness that can be detected depends on the diffusion constant for the ligand, which depends on whether it is diffusing in liquid, through tissue, or within cell membranes. The limiting values in these three cases for a growth cone of radius 10 μm with 10,000 receptors moving in three dimensions are about 0.5%, 1%, and 10%, respectively, assuming that the local concentration is equal to $K_D = k_n$. These limiting values would be increased for larger growth cones, more receptors, a longer averaging time, and a higher local concentration. For sensing in two dimensions, the minimum detectable gradient steepness depends in a different way on the parameters, yet similar or slightly larger estimates emerge. The maximum guidance distance predicted by the model is about 1 cm. A simple analysis of the role of filopodia in gradient sensing suggests that they do not significantly increase the receptor–ligand encounter rate. A more detailed model, where the movement of each filopodium is assumed to be governed by the Berg and Purcell limits, reproduces recent data regarding the role of filopodia in growth cone turning.

Comparison with Experiment

There are few quantitative measurements of the size of the gradient a growth cone can detect. The most precise determinations in the case of diffusable factors have been made by Poo and colleagues (e.g., Lohof et al., 1992; Zheng et al., 1994; de la Torre et al., 1997). They found that growth cones could respond to a gradient of 5–10% across their width in liquid. However, the size of the smallest gradient required for detection was not determined. Even in the case of the lowest concentration (retinal growth cones responding to a gradient of netrin-1 (de la Torre et al., 1997), where $C = K_D = k_n$), the above predictions suggest that, assuming growth cones act as perfect measuring instruments, significantly shallower gradients should also be detectable in this case.

A clear example of two-dimensional sensing is the growth of axons on a substrate-bound gradient in vitro, as, for instance, in Baier and Bonhoeffer (1992), Halfter (1996), and Rosentreter et al. (1998). In vivo, a possible candidate for two-dimensional sensing is the growth of retinal ganglion cell axons over the surface of the tectum. Data from experiments with substrate bound gradients are difficult to interpret, however, since here only relative rather than absolute levels of ligand have been determined. Baier and Bonhoeffer (1992) estimated from their data that the minimum detectable gradient of tectal membrane density a retinal growth cone could detect across its width is 1%. However, by this they meant 1% of the max-

![Figure 3](Figure 3) Results of model of growth cone gradient detection and turning mediated by filopodia. (A) Typical trajectories in the model for a growth cone in the presence and absence of a gradient that increases to the right. (B) Comparison of the response of a population of 30 growth cones to the case of no gradient and a 10% gradient. Each trial started from a different random initial condition (each set of points is joined by lines to make the two populations easier to distinguish). It can be seen that in a 10% gradient there is a robust turning response, but in the absence of a gradient there is no net turning.
maximum concentration at the high end of the gradient, whereas in the current article 1% means that the ratio of concentrations at the two sides of the growth cone is 1.01. Thus, 1% in the former sense translates into a percentage in the latter case that varies from large values at the low end of the gradient to small values at the high end of the gradient. However, in the upper part of the gradient the definitions give roughly similar results: moving from 50% to 51% of maximum concentration gives a percent change according to our definition of 1%, and moving from 99% to 100% of maximum concentration gives a percent change according to our definition of 1%. Baier and Bonhoeffer’s estimate of 1% is thus very roughly consistent with the predictions made by the model. The gradients produced by Rosentreter et al. (1998) are more precisely controlled to be linear, but since a linear gradient has a constantly decreasing percentage change in concentration across the growth cone as one moves up the gradient, these data are again hard to interpret in terms of the model. For further discussion of the effect of gradient shape on sensing, see Goodhill and Baier (1998).

The calculations of Goodhill (1997, 1998) show that for a diffusible molecule released at a constant rate from a small target, the gradient across a 10-μm growth cone is >2% at all positions closer than 500 μm to the source, independent of the diffusion constant. Sensitivity also depends on the concentration, however, which depends on the rate of ligand production by the source. Consider the case of netrin released from the floor plate, diffusing dorsally through the spinal cord and establishing a gradient to guide commissural axons to the midline. If netrin diffuses freely through the tissue, the fractional change over 10 μm is at least 2%, but the overall concentration C is completely unknown. For the model of Goodhill (1997) C ∝ q, the rate of production of netrin by the floor plate. For C to be 1 nM after 1 day at a distance of 500 μm would require a rate of production of about q = 10⁻⁷ nM/s. If, however, some of the netrin binds to the substrate, gradient detection is now affected by the bound concentration, the free concentration, and the way in which the growth cone integrates these two types of information. A prediction of the model is that the bound gradient is virtually irrelevant compared to the free gradient. All that matters is the receptor–ligand encounter rate, which is set by the diffusion constant, and this is much higher for the fraction of ligand that is diffusible. In this scenario, the bound ligand gradient becomes important only if the relative amount of free ligand is very small. Bound netrin has been found in many places in the embryonic chick nervous system (MacLennan et al., 1997).

An analysis of the potential role of filopodial movement in gradient sensing suggests that this does not significantly improve gradient detection, since it does not enhance receptor–ligand encounter rates. This suggests a possible reason why growth cones slow down and adopt more complex morphologies at choice points (e.g., Mason and Wang, 1997): If these are points at which gradients are very shallow, slowing down may increase the averaging time for concentration measurement, which improves gradient measurement, and the altered morphology ensures that filopodia can sample more completely the local volume. Recently it has been shown that filopodia in Xenopus spinal neurons develop an asymmetry rather quickly in response to an applied glutamate gradient, showing an excess of filopodia on the high concentration side of the growth cone minutes after the appearance of the gradient (Zheng et al., 1996). While this asymmetry may serve to generate an asymmetric tension that helps orient the developing neuron, it has interesting implications for gradient sensing. By increasing the density of receptors on the high concentration side of the growth cone, the growth cone can in principle more precisely identify the direction of the maximum gradient. Experimentally, this dynamic refining of the guidance mechanism would show up as a surprisingly accurate targeting mechanism.

Limitations of the Model

Although the Berg and Purcell model is a relatively sophisticated model of gradient sensing, its assumptions are still restrictive. Growth cones are not spherical and their receptors are probably not uniformly distributed, although these particular assumptions may not be too important since only a small proportion of the surface need be covered by receptors to capture a large proportion of the flux. More restrictive are the assumptions about the nature of the reaction and the reaction rates. For the binding of nerve growth factor (NGF) to its high affinity receptor trkA, t₁/₂ is about 10 min (Sutter et al., 1979; Meakin and Shooter, 1992), violating the assumption that many independent measurements of receptor occupancy can be made in T ≈ 100 s. Sutter et al. (1979) measured rate constants for the binding of NGF to the high-affinity trkA and low-affinity P75. They concluded that the association rate is indeed diffusion controlled, but that the dissociation rate is not diffusion controlled and is about two orders of magnitude higher for the P75 receptor (reviewed in Meakin and Shooter, 1992). Keino-Masu et al. (1996) measured Hill coefficients for the binding of netrin to the DCC receptor in the range 1.2–1.5. This indicates a small amount of pos-
itive cooperativity; i.e., the binding of each ligand molecule facilitates the binding of the next ligand molecule, whereas the model assumes these events are completely independent. Ephrin molecules may not be internalized by Eph-expressing growth cones, but instead may be bound and then released, violating the internalization assumption used for calculating the flux; ligand multimerization is required for receptor phosphorylation, violating the simple signal to noise criterion; and the time scale of activation of Eph receptors can be of the order of 30 min or more, perhaps owing to a requirement for multimeric aggregation of receptors, violating the assumption that the growth cone responds to the equilibrium fraction of bound receptors (reviewed in Gale and Yancopoulos (1997)). However, despite these apparent limitations on the applicability of the model, it still produces quantitative values in reasonable agreement with experimental measurements. Work following Berg and Purcell has attempted to relax some of the assumptions described above (e.g., DeLisi, 1981; DeLisi et al., 1982; DeLisi and Marchetti, 1983), and these models may be more appropriate for describing gradient sensing in the cases just described. However, these more complex models necessarily involve many parameters which have not yet been measured for growth cones. For instance, DeLisi et al. (1982) analyzed the relative efficiency of spatial versus temporal sensing mechanisms in a model which does not assume the reaction is diffusion limited. In this case, the formulí for \( \Delta C/C \) depend in a subtle way on several reaction rate constants rather than just the diffusion constant in the diffusion limited case.

Another limitation of the Berg and Purcell model is that it makes an incorrect prediction about gradient sensitivity should vary with absolute concentration. Equation (3) says that the minimum detectable gradient steepness should tend to a small constant value as the concentration becomes large. In effect, the assumption is that as long as the signal-to-noise criterion is satisfied a gradient can be detected, even if this corresponds to a difference in binding between the two sides of the sensing device of less than one receptor. In reality, it is well documented for leukocytes (e.g., Zigmond (1981)), and it seems reasonable to infer from sparse data for growth cones that the minimum detectable gradient steepness is smallest at a concentration of \( K_D \), and increases as the concentration rises above \( K_D \) so that at concentrations of 10 or 100 \( K_D \), a gradient of any size is no longer detectable. This behavior is captured in the alternative model of Lauffenburger (1982), which assumes that gradient detection is always possible provided that a certain threshold difference in the number of receptors bound on the two sides of the sensing device is exceeded. At concentrations much higher than \( K_D \), the signal to noise ratio is large, but nearly all the receptors are bound so that the absolute difference in binding between the two sides of the growth cone is small. A direction for future work is to derive the implications of this model for growth cone sensing; however, again it relies on parameters such as reaction rates that have yet to be measured.

To make progress in the quantitative understanding of the mechanisms of axonal gradient detection, it is thus necessary to measure the concentration of ligand in terms of molecules per unit volume in three-dimensional cases and molecules per unit area in two-dimensional cases \textit{in vivo} and \textit{in vitro}, the number of appropriate receptors on growth cones, and the full set of reaction rate constants for receptor–ligand interactions such as netrin/DCC and the ephrin/Eph family. It is also necessary to make more systematic measurements, as have been done for leukocytes and bacteria, of the minimum detectable gradient, and how this varies with concentration. This will allow competing theories of axonal gradient detection to be directly compared.
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